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ABSTRACT :

Data mining and knowledge discovery is used for dis-
covery of hidden knowledge from large data sources. 
Decision trees are one of the most famous classifica-
tion techniques with simple and efficient generaliza-
tion technique. This paper presents a new decision 
tree algorithm IQ Tree for class classification problem. 
The IQ Tree assumes using an inter quartile range con-
version of attributes with C4.5 as the base algorithm 
for performing induction can improve all the measures 
such as accuracy, tree size. 
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1. INTRODUCTION:

In Machine Learning community, and in data mining 
works, classification has its own importance. Classifi-
cation is an important part and the research applica-
tion field in the data mining [1].A decision tree gets its 
name because it is shaped like a tree and can be used to 
make decisions. ―Technically, a tree is a set of nodes 
and branches and each branch descends from a node 
to another node. The nodes represent the attributes 
considered in the decision process and the branches 
represent the different attribute values. 

To reach a decision using the tree for a given case, we 
take the attribute values of the case and traverse the 
tree from the root node down to the leaf node that 
contains the decision.” [2]. A critical issue in artificial 
intelligence (AI) research is to overcome  the  so-called  
―knowledge-acquisition  bottleneck”  in  the  con-
struction  of  knowledge-based  systems. 
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Decision tree can be used to solve this problem. Deci-
sion trees can acquire knowledge from concrete ex-
amples rather than from experts [3].  In  addition,  for  
knowledge-based  systems, decision trees have the ad-
vantage of being comprehensible by human  experts  
and  of  being  directly  convertible  into production 
rules [4].

2. LITERATURE REVIEW :

In Data mining, the problem of decision trees has also 
become an active area of research. In the literature 
survey of decision trees we may have many proposals 
on algorithmic, data-level and hybrid approaches. The 
recent advances in decision tree learning have been 
summarized as follows: A parallel decision tree learn-
ing algorithm expressed in MapReduce programming 
model that runs on Apache Hadoop platform is pro-
posed by [5].A new adaptive network intrusion detec-
tion learning algorithm using naive Bayesian classifier 
is proposed by [6]. A new hybrid classification model 
which isestablished based on a combination of cluster-
ing, feature selection, decision trees, and genetic algo-
rithmtechniques is proposed by [7]. A novel roughest 
based multivariate decision trees (RSMDT) method in 
which, the positive region degree of condition attri-
butes with respect to decision attributes in rough set 
theory is used for selecting attributes in multivariate 
tests is proposed by [8]. A novel splitting criteria which 
chooses the split with maximum similarity and the deci-
sion tree is calledmstreeis proposed by [9].

 An improvedID3 algorithm and a novel class attribute 
selection method based on Maclaurin-Priority Value 
First method is proposed by [10].  A modified decision 
tree algorithm for mobile user classification, which in-
troducedgenetic algorithm to optimize the results of 
the decision tree algorithm, is proposed by [11].

A new decision tree algorithm IQ Tree for class 
classification problem in Data Mining
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A new parallelized decision tree algorithm on a CUDA 
(compute unified device architecture), which is a GPG-
PU solution provided by NVIDIA is proposed by [12]. 
A Stochastic Gradient Boosted Decision Trees based 
method is proposed by [13].

 A modified Fuzzy Decision Tree for the fuzzy rules ex-
traction is proposed by [14].Obviously, there are many 
other algorithms which are not included in this litera-
ture. A profound comparison of the above algorithms 
and many others can be gathered from the references 
list.

3. THE PROPOSED APPROACH :

In this Section, we investigate to propose a new deci-
sion tree induction algorithm known as Inter Quartile 
(IQ) Range Decision Tree. Our IQ Decision Tree induc-
tion method depends on inter quartile ranges which 
was descried in the above section. We assume that the 
subset of the training data is small, i.e. it is computa-
tionally cheap to act on such a set in a reasonable time. 
We focus on a set of improved attribute range filters 
using attribute transformations. 

Next, we try to adapt and deploy them as IQ Tree com-
ponents. Since the IQ Tree scheme is based on a re-
stricted list of candidates, this list could be represent-
ed by features that seems to be relevant or those that 
might provide incremental usefulness to the selected 
feature subset. 

For the IQ Tree construction stage we opt for selec-
tion scheme capable of generating attribute ranking. 
Hence, the weights associated to features will serve 
as one of the selection criterion in the new heuristic 
function for inducing decision trees. The next stage of 
IQ Tree tries to consider both entropy and weights for 
splitting of attributes. 

The quality of solution fine-tuning, mainly, depends on 
the nature of the filter involved and the parameters 
of attribute transformation. The following algorithm, 
detail different design alternatives for both attributes 
transform and filter procedure search for IQ Tree com-
ponents.

The algorithm for IQ decision tree is shown below 

The algorithm: IQ Tree can be explained as follows:
The inputs to the algorithm are data partition “D”, at-
tribute set “A” and splitting criteria gain ratio “GR”. 
The output of the algorithm will be the average mea-
sures such as accuracy and tree size produced by the 
IQ Tree method. The algorithm begins with the create 
node for same class. In the next stage, attribute rages 
are applied to the inter quartile for transformation. In 
the later on stage, the transformed dataset is applied 
for the splitting criteria gain ratio for decision tree in-
duction. The induced decision tree is applied for the 
tree pruning process for generalization of the tree. In 
the final the measures for decision tree validation i.e 
accuracy ad tree size are generated.

4. RESULTS AND DISCUSSION:

We experimented with 10 standard datasets from the 
UCI repository, these datasets are standard benchmark 
imbalanced datasets used in the context of supervised 
learning. The goal is to examine whether the proposed 
IQ Tree achieve better predictive performance than a 
number of existing standard learning algorithms.
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We compared the above method with the C4.5, BPN, 
REP, CART and NB Tree state-of-the-art metric learning 
algorithms. In all the experiments we estimate accu-
racy using 10-fold cross-validation and control for the 
statistical significance of observed differences using 
t-test (sig. level of 0.05). In Table 3 and 4, we present 
the results of the comparison between C4.5, BPN, REP, 
CART, NB Tree and IQ Tree.

Table 3and4 presents the comparative results of pro-
posed algorithm IQ Tree against C4.5, REP, CART and 
NB Tree. The value in the table; example: “11/0/2” speci-
fies that the proposed algorithm has registered 11 wins, 
0 ties and 2 losses against compared algorithm for that 
specified measure. One can observe from the table 3 
and 4 that our proposed algorithms have registered 
good number of wins against the compared algorithms 
on all the datasets. These results suggest that in the 
majority of the high dimensional datasets, the feature 
interactions are not important, and hence the methods 
that do not account for feature interactions

 

From these results we can make several observations. 
The developed IQ Tree compared with C4.5, REP, CART, 
NB Tree generally given competitive results; the advan-
tage of our methods is most visible in the balance, dia-
betes, glass, ionosphereand sonar datasets. Finally, the 
method that most often win is IQ Tree.

have in general better performances. Alternatively, it 
might suggest that stronger regularization is needed. 
Moreover, it is interesting to note that the cases for 
which the good performance are difficult classifica-
tion problems from the UCI datasets. This hints that 
there might be a bias of method development towards 
methods that perform well on UCI datasets; however, 
one can argue that they are really representative of the 
real world.These results are remarkable since IQ Tree, 
which is based on a simple idea, performs equally well 
as the more elaborate standard learning algorithm that 
has been reported to consistently outperform other

Table 3 Summary of tenfold cross validation performance for Accuracy on all the datasets

Table 4 Summary of tenfold cross validation performance for Tree Size on all the datasets
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metric learning techniques over a number of non-trivial 
learning problems. Finally, we mention that the sur-
prisingly poor performance of IQ Tree on sonar, vehi-
cle and vowel datasets in tables 4, might be explained 
by the fact that its conversion function is not convex 
and hence it is sensitive to the unique properties of the 
datasets. 

In overall, from all the tables and figures we can con-
clude that our proposed IQ Tree have given good re-
sults when compared to benchmark algorithms. The 
unique properties of datasets such as size of the data-
set and the number of attributes will also effect on the 
results of our proposed IQ Tree. The above given re-
sults are enough to project the validity of our approach 
and more deep analysis should be done for further 
analysis.

5. CONCLUSION:

This paper presents a new decision tree algorithm IQ 
Tree for class classification problem. The IQ Tree as-
sumes using an inter quartile range conversion of at-
tributes with C4.5 as the base algorithm for performing 
induction can improve all the measures such as accura-
cy, tree size. The experiments conducted with IQ Tree 
specify that improved performance can be achieved. 
We have conducted experiments on 10 datasets from 
UCI which suggest that IQ Tree can quickly remove re-
dundant, irrelevant and weak attributes as long as the 
properties of the dataset are normal. 

Excellent improvement in measures on some natural 
domain datasets shows the compatibility of IQ Tree 
approach on real-time applications. One of the short-
comings seen in IQ Tree is when used for datasets with 
unique properties; Because IQ Tree will not consider 
unique properties of datasets for removing instances 
from data source. Finally, we can conclude that IQ Tree 
can be a good contribution as a decision tree induction 
method for efficient learning of the varied datasets.
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