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ABSTRACT:

High-speed networks and ubiquitous Internet access be-
come available to users for access anywhere at any time. 
Cloud computing is a concept that treats the resources on 
the Internet as a unified entity, a cloud. Cloud storage is a 
model of networked online storage where data is stored in 
virtualized pools of storage which are generally hosted by 
third parties. Hosting companies operate large data cen-
ters, and people who require their data to be hosted buy or 
lease storage capacity from them. The data center opera-
tors, in the background, virtualized the resources accord-
ing to the requirements of the customer and expose them 
as storage pools, which the customers can themselves use 
to store files or data objects. Physically, the resource may 
span across multiple servers. Data robustness is a major 
requirement for storage systems. There have been many 
proposals of storing data over storage servers. One way 
to provide data robustness is to replicate a message such 
that each storage server stores a copy of the message. A 
decentralized erasure code is suitable for use in a distrib-
uted storage system. We construct a secure cloud storage 
system that supports the function of secure data forward-
ing by using a threshold proxy re-encryption scheme. The 
encryption scheme supports decentralized erasure codes 
over encrypted messages and forwarding operations over 
encrypted and encoded messages. Our system is highly 
distributed where storage servers independently encode 
and forward messages and key servers independently per-
form partial decryption.
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Designing a cloud storage system for robustness, confi-
dentiality and functionality.
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The proxy re-encryption scheme supports encoding op-
erations over encrypted messages as well as forwarding 
operations over encoded and encrypted messages. To pro-
vide data robustness is to replicate a message such that 
each Storage server stores a copy of the message. It is 
very robust because the message can be retrieved as long 
as one storage server survives. The number of failure serv-
ers is under the tolerance threshold of the erasure code, 
the message can be recovered from the codeword sym-
bols stored in the available storage servers by the decod-
ing process. This provides a tradeoff between the storage 
size and the tolerance threshold of failure servers. A de-
centralized erasure code is an erasure code that indepen-
dently computes each codeword symbol for a message. A 
decentralized erasure code is suitable for use in a distrib-
uted storage system. A storage server failure is modeled 
as an erasure error of the stored codeword symbol. We 
construct a secure cloud storage system that supports the 
function of secure data forwarding by using a threshold 
proxy re-encryption scheme. The encryption scheme sup-
ports decentralized erasure codes over encrypted messag-
es and forwarding operations over encrypted and encoded 
messages. Our system is highly distributed where storage 
servers independently encode and forward messages and 
key servers independently perform partial decryption.

EXISTING SYSTEM:

In Existing System we use a straightforward integration 
method. In straightforward integration method Storing 
data in a third party’s cloud system causes serious concern 
on data confidentiality. In order to provide strong confi-
dentiality for messages in storage servers, a user can en-
crypt messages by a cryptographic method before apply-
ing an erasure code method to encode and store messages. 
When he wants to use a message, he needs to retrieve the 
Codeword symbols from storage servers, decode them, 
and then decrypt them by using cryptographic keys.  Gen-
eral encryption schemes protect data confidentiality, but 
also limit the functionality of the storage system because 
a few operations are supported over encrypted data.

Secure Erasure Code-Based Storage with Effective Data Sharing
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A decentralized architecture for storage systems offers 
good scalability, because a storage server can join or leave 
without control of a central authority.

LIMITATIONS:

The user can perform more computation and commu-* 
nication traffic between the user and storage servers is 
high.

The user has to manage his cryptographic keys other-* 
wise the security has to be broken.

The data storing and retrieving, it is hard for storage * 
servers to directly support other functions.

PROPOSED SYSTEM:

In our proposed system we address the problem of for-
warding data to another user by storage several servers 
directly under the command of the data owner. We con-
sider the system model that consists of distributed storage 
different servers and key servers. Since storing crypto-
graphic keys in a single device is risky, a user distributes 
his cryptographic key to key servers that shall perform 
cryptographic functions on behalf of the user. These key 
servers are highly protected by security mechanisms.
The distributed systems require independent servers 
to perform all operations. We propose a new threshold 
proxy re-encryption scheme and integrate it with a secure 
decentralized code to form a secure distributed storage 
system. The encryption scheme supports encoding opera-
tions over encrypted messages and forwarding operations 
over encrypted and encoded messages.

ADVANTAGES:

Tight integration of encoding, encryption, and for-* 
warding makes the storage system efficiently meet the 
requirements of data robustness, data confidentiality, and 
data forwarding.

The storage servers independently perform encoding * 
and re-encryption process and the key servers indepen-
dently perform partial decryption process using AES Al-
gorithms and Erasure code technique.

More flexible adjustment between the number of stor-* 
age servers and robustness.

ARCHITECTURE DIAGRAM

MODULES
Registration:

For the registration of user with identity ID the group 
manager randomly selects a number. Then the group man-
ager adds into the group user list which will be used in 
the traceability phase. After the registration, user obtains 
a private key which will be used for group signature gen-
eration and file decryption.

Sharing Data:

The canonical application is data sharing. The public au-
diting property is especially useful when we expectthe 
delegation to be efficient and flexible. The schemes en-
able a content provider to share her data in a confiden-
tialand selective way, with a fixed and small ciphertext 
expansion, by distributing to each authorized user a single 
and small aggregate key.
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Secure Cloud Storage:

Data robustness is a major requirement for storage sys-
tems. There have been many proposals of storing data over 
storage servers. One way to provide data robustness is to 
replicate a message such that each storage server stores a 
copy of the message. A decentralized erasure code is suit-
able for use in a distributed storage system.

Proxy re-encryption:

Proxy re-encryption schemes are crypto systems which al-
low third parties (proxies) to alter a cipher text which has 
been encrypted for one user, so that it may be decrypted 
by another user. By using proxy re-encryption technique 
the encrypted data (cipher text) in the cloud is again al-
tered by the user. It provides highly secured information 
stored in the cloud. Every user will have a public key and 
private key. Public key of every user is known to every-
one but private key is known only the particular user. 

Data retrieval:

Reports and data are the two primary forms of the re-
trieved data from servers. There are some overlaps be-
tween them, but queries generally select a relatively small 
portion of the server, while reports show larger amounts 
of data. Queries also present the data in a standard for-
mat and usually display it on the monitor; whereas reports 
allow formatting of the output however you like and is 
normally retrieved.

SYSTEM ANALYSIS 
FEASIBILITY STUDY: 

Feasibility studies aim to objectively and rationally un-
cover the strengths and weaknesses of the existing busi-
ness or proposed venture, opportunities and threats as pre-
sented by the environment, the resources required to carry 
through, and ultimately the prospects for success.
In its simplest term, the two criteria to judge feasibil-
ity are cost required and value to be attained. As such, a 
well-designed feasibility study should provide a histori-
cal background of the business or project, description of 
the product or service, accounting statements, details of 
the operations and management, marketing research and 
policies, financial data, legal requirements and tax obliga-
tions. Generally, feasibility studies precede technical de-
velopment and project implementation.

They are 3 types of Feasibility

•Economical feasibility
•Technical feasibility
•perationalfeibility

ECONOMICAL FEASIBILITY:
 
The assessment is based on an outline design of system 
requirements in terms of Input, Processes, Output, Fields, 
Programs, and Procedures. This can be quantified in terms 
of volumes of data, trends, frequency of updating, etc. in 
order to estimate whether the new system will perform 
adequately or not. Technological feasibility is carried out 
to determine whether the company has the capability, in 
terms of software, hardware, personnel and expertise, to 
handle the completion of the project

•Whether the required technology is available or not
•Whether the required resources are available
•Manpower- programmers, testers & debuggers
•Software and hardware

Once the technical feasibility is established, it is impor-
tant to consider the monetary factors also. Since it might 
happen that developing a particular system may be tech-
nically possible but it may require huge investments and 
benefits may be less. For evaluating this, economic feasi-
bility of the proposed system is carried out.
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OPERATIONAL FEASIBILITY:

Operational feasibility is mainly concerned with issues 
like whether the system will be used if it is developed and 
implemented. Whether there will be resistance from users 
that will affect the possible application benefits? The es-
sential questions that help in testing the operational feasi-
bility of a system are following.
•Does management support the project?
•Are the users not happy with current business practices? 
•Will it reduce the time (operation) considerably? If yes, 
then they will welcome the change and the new system.
•Have the users been involved in the planning and de-
velopment of the project? Early involvement reduces the 
probability of resistance towards the new system.
•Will the proposed system really benefit the organiza-
tion? 

AES:

A replacement for DES was needed as its key size was 
too small. With increasing computing power, it was con-
sidered vulnerable against exhaustive key search attack. 
Triple DES was designed to overcome this drawback but 
it was found slow.
The features of AES are as follows −
•Symmetric key symmetric block cipher
•128-bit data, 128/192/256-bit keys
•Stronger and faster than Triple-DES
•Provide full specification and design details
•Software implementable in C and Java

Operation of AES:

AES is an iterative rather than Feistel cipher. It is based 
on ‘substitution–permutation network’. It comprises of a 
series of linked operations, some of which involve replac-
ing inputs by specific outputs (substitutions) and others 
involve shuffling bits around (permutations). Interesting-
ly, AES performs all its computations on bytes rather than 
bits. Hence, AES treats the 128 bits of a plaintext block as 
16 bytes. These 16 bytes are arranged in four columns and 
four rows for processing as a matrix − Unlike DES, the 
number of rounds in AES is variable and depends on the 
length of the key. AES uses 10 rounds for 128-bit keys, 12 
rounds for 192-bit keys and 14 rounds for 256-bit keys. 
Each of these rounds uses a different 128-bit round key, 
which is calculated from the original AES key.

The schematic of AES structure is given in the following 
illustration −
 

Encryption Process:
Here, we restrict to description of a typical round of AES 
encryption. Each round comprise of four sub-processes. 
The first round process is depicted below −
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Byte Substitution (SubBytes)

The 16 input bytes are substituted by looking up a fixed 
table (S-box) given in design. The result is in a matrix of 
four rows and four columns.

Shiftrows

Each of the four rows of the matrix is shifted to the left. 
Any entries that ‘fall off’ are re-inserted on the right side 
of row. Shift is carried out as follows −

•First row is not shifted.
•Second row is shifted one (byte) position to the left.
•Third row is shifted two positions to the left.
•Fourth row is shifted three positions to the left.
•The result is a new matrix consisting of the same 16 bytes 
but shifted with respect to each other.

MixColumns
Each column of four bytes is now transformed using a 
special mathematical function. This function takes as in-
put the four bytes of one column and outputs four com-
pletely new bytes, which replace the original column. The 
result is another new matrix consisting of 16 new bytes. 
It should be noted that this step is not performed in the 
last round.

Addroundkey

The 16 bytes of the matrix are now considered as 128 bits 
and are XORed to the 128 bits of the round key. If this is 
the last round then the output is the ciphertext. Otherwise, 
the resulting 128 bits are interpreted as 16 bytes and we 
begin another similar round.

Decryption Process

The process of decryption of an AES ciphertext is similar 
to the encryption process in the reverse order. Each round 
consists of the four processes conducted in the reverse 
order −

•Add round key
•Mix columns
•Shift rows
•Byte substitution

Since sub-processes in each round are in reverse manner, 
unlike for a Feistel Cipher, the encryption and decryption 
algorithms needs to be separately implemented, although 
they are very closely related.
AES cipher: Pseudocode 
Cipher(byte in[16], byte out[16], key_array round_
key[Nr+1]) 
begin 
byte state[16]; 
state = in; 
AddRoundKey(state, round_key[0]);
 for i = 1 to Nr-1 stepsize 1 do 
SubBytes(state);
 ShiftRows(state);
 MixColumns(state);
 AddRoundKey(state, round_key[i]);
 end for 
SubBytes(state);
 ShiftRows(state);
 AddRoundKey(state, round_key[Nr]); 
end

AES Analysis

In present day cryptography, AES is widely adopted and 
supported in both hardware and software. Till date, no 
practical cryptanalytic attacks against AES have been dis-
covered. Additionally, AES has built-in flexibility of key 
length, which allows a degree of ‘future-proofing’ against 
progress in the ability to perform exhaustive key searches. 
However, just as for DES, the AES security is assured 
only if it is correctly implemented and good key manage-
ment is employed.

CONCLUSION:

Erasure codes are promising for improving the reliability 
of the storage system due to its space efficiency compared 
to the replication methods. Traditional erasure codes split 
data into equalsized data blocks and encode strips in differ-
ent data blocks. This brings heavy repairing traffic when 
clients read parts of the data, since most strips read for 
repairing are not in the expected blocks. This paper pro-
poses a novel discrete data dividing method to completely 
avoid this problem. The key idea is to encode strips from 
the same data block. We could see that for repairing failed 
blocks, the strips to be read are either in the same data 
block with corrupted strips or from the encoded strips. 
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Therefore, no data is wasted. We design and implement 
this data layout into a HDFS-like storage system. Experi-
ments over a small-scale test bed shows that the proposed 
discrete data divided method avoids downloading data 
blocks that are not needed for clients during the repairing 
operations.
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