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ABSTRACT: 

Data reduction has become increasingly important in 

storage systems due to the explosive growth of digital 

data in the world that has ushered in the big data era. 

One of the main challenges facing large-scale data 

reduction is how to maximally detect and eliminate 

redundancy at very low overheads. In this paper, we 

present DARE, a low-overhead deduplication-aware 

resemblance detection and elimination scheme that 

effectively exploits existing duplicate-adjacency 

information for highly efficient resemblance detection 

in data deduplication based backup/archiving storage 

systems. The main idea behind DARE is to employ a 

scheme, call Duplicate-Adjacency based Resemblance 

Detection (DupAdj), by considering any two data 

chunks to be similar (i.e., candidates for delta 

compression) if their respective adjacent data chunks 

are duplicate in a deduplication system, and then 

further enhance the resemblance detection efficiency 

by an improved super-feature approach. Our 

experimental results based on real-world and synthetic 

backup datasets show that DARE only consumes about 

1/4 and 1/2 respectively of the computation and 

indexing overheads required by the traditional super-

feature approaches while detecting 2-10 percent more 

redundancy and achieving a higher throughput, by 

exploiting existing duplicate-adjacency information for 

resemblance detection and finding the “sweet spot” for 

the super-feature approach. 

 

Introduction: 

Data deduplication is a dictionary based data reduction 

approach popular in the backup/archiving storage area 

due to its demonstrated ability to effectively to 

compress backup/archiving datasets by a factor of 4- 

 

40X [1, 2]. In general, a chunk-level data 

deduplication scheme splits data blocks of a data 

stream (e.g., backup files and databases) into multiple 

data chunks of average size 8K or 4K with each being 

uniquely identified and duplicate-detected by a secure 

SHA-1 or MD5 hash sig-nature (also called a 

fingerprint) [3, 4, 5, 1]. This secure fingerprint-based 

deduplication technique eliminates redundancy at the 

chunk or file level and thus scales better than the 

traditional LZ77 and Huffman coding based GZ 

compression [6, 4]. Delta compression, however, has 

been gaining increasing attention in recent years for its 

ability to remove redundancy among non-duplicate but 

very similar data files and chunks, for which the data 

deduplication technology often fails to identify and 

eliminate [7, 2].  

 

For example, if chunk A2 is similar to chunk A1 (the 

base-chunk), the delta compression approach 

calculates and then only stores the differences (delta 

1,2) and the mapping information between A2 and A1 

[8]. Thus, it is considered a promising technique to 

effectively complement and supplement the 

fingerprint-based deduplication approaches by 

detecting and compressing similar data missed by the 

latter. In this paper, we propose DARE, a low-

overhead Deduplication-Aware Resemblance detection 

and Elimination scheme that effectively combines data 

deduplication and delta compression to achieve high 

data reduction efficiency at low overhead. The main 

contributions include: 

 

 A “DupAdj” approach is proposed to exploit 

existing duplicate-adjacency information after 

deduplication to detect similar data chunks for 
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delta compression. Specifically, due to locality of 

similar data in backup datasets, the non-duplicate 

chunks those are adjacent to the duplicate ones are 

considered good delta compression candidates for 

further data reduction. 

 

 A theoretical and empirical study of the traditional 

super-feature approach is conducted, which 

suggests that improved resemblance detection for 

further delta compression is possible when the 

aforementioned existing duplicate-adjacency 

information is lacking or limited. 

 

 An investigation into the restoration of 

deduplicated and delta compressed backup data 

sug-gests that delta compression has the potential 

to improve the data-restore performance of 

deduplication-only systems by further removing 

redundancy after deduplication and thus en-larging 

the logical space of the restoration cache. 

 

 Our experimental evaluation results, based on real-

world and synthetic backup datasets, show that 

DARE only consumes about 1/4 and 1/2 

respectively of the computation and indexing 

overhead required by the traditional super-feature 

approach for resemblance detection while 

achieving a superior data reduction performance. 

 

EXISTING SYSTEM: 

The existing solutions to the indexing issue of delta 

compression either record the resemblance information 

for files, instead of data chunks, so that similarity 

index entries can fit in the memory or exploit the 

locality of backup data streams in deduplication-based 

backup/archiving systems, which avoid the global 

indexing on the disk. The first approach faces an 

implementation difficulty in large-scale data 

deduplication systems since it is hard to record all the 

resemblance or version information of files in such 

systems. The second approach often fails to detect a 

significant amount of redundant data when the 

workloads lack locality.  

Another challenge facing the super-feature method is 

the high overhead in computing the super-features. 

According to a recent study of delta compression and 

our experimental observation, the throughput of 

computing super- features is about 30 MB/s, which 

may become a potential bottleneck for deduplication- 

based storage systems, particularly if most index 

entries are fit in memory or partially on SSD-based 

storage for which the throughput can be hundreds of 

MB per second or higher. 

 

Disadvantages of Existing System: 

 Existing fingerprint-based deduplication 

approaches often fail to detect the similar chunks 

that are largely identical except for a few modified 

bytes, because their secure hash digest will be 

totally different even only one byte of a data 

chunk was changed. 

 

 One of the main challenges facing the application 

of delta compression in deduplication systems is 

how to accurately detect the most similar 

candidates for delta compression with low 

overheads. 

 

PROPOSED SYSTEM: 

In this paper, we propose DARE, a low-overhead 

Deduplication- Aware Resemblance detection and 

Elimination scheme for deduplication based backup 

and archiving storage system. The main idea of DARE 

is to effectively exploit existing duplicate-adjacency 

information to detect similar data chunks (DupAdj), 

refine and supplement the detection by using an 

improved super-feature approach (Low-Overhead 

Super-Feature) when the existing duplicate-adjacency 

information is lacking or limited. In addition, we 

present an analytical study of the existing super-

feature approach with a mathematic model and 

conduct an empirical evaluation of this approach with 

several real-world workloads in data deduplication 

systems. 
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Advantages of Proposed System: 

1. DARE significantly outperforms the traditional 

Super-Feature approach. 

 

SYSTEM ARCHITECTURE: 

 
MODULES: 

We have 3 modules, 

3. Deduplication Module 

4. DupAdj Detection Module 

5. Improved Super-Feature Module 

 

Module Description: 

Deduplication: 

By using the Deduplication module, DARE will first 

detect duplicate chunks for the input data stream. 

 

DupAdj Detection: 

The DupAdj approach detects resemblance by 

exploiting existing duplicate-adjacency information of 

a deduplication system. 

 

Improved Super-Feature: 

In this module, for each non-duplicate chunk, DARE 

will first use its DupAdj Detection module to quickly 

determine whether it is a delta compression candidate; 

If it is not a candidate, DARE will then compute its 

features and super-features, using its improved Super-

Feature Detection module, to further detect 

resemblance for data reduction. 

 

 

Conclusion and Future Work: 

In this paper, we present DARE, a deduplication-

aware, low-overhead resemblance detection and 

elimination scheme for delta compression on the top of 

deduplication on backup datasets. DARE uses a novel 

resemblance detection approach, DupAdj, which 

exploits the duplicate-adjacency in-formation for 

efficient resemblance detection in existing 

deduplication systems, and employs an improved 

super-feature approach to further detecting 

resemblance when the duplicate-adjacency information 

is lacking or limited. Our preliminary results on the 

data-restore performance suggest that supplementing 

delta compression to deduplication can effectively 

enlarge the logical space of the restoration cache, but 

the data fragmentation in data reduction systems 

remains a serious problem [19]. We plan to further 

study and improve the data-restore performance of 

storage systems based on deduplication and delta 

compression in our future work. 
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