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ABSTRACT 

Information Retrieval (IR) is concerned with indexing 

and retrieving documents including information 

relevant to a user’s information need. Relevance 

Feedback (RF) is a class of effective algorithms for 

improving Information Retrieval (IR) and it consists of 

gathering further data representing the user’s 

information need and automatically creating a new 

query. In this paper, we propose a class of RF 

algorithms inspired by quantum detection to re-weight 

the query terms and to re-rank the document retrieved 

by an IR system. These algorithms project the query 

vector on a subspace spanned by the eigenvector which 

maximizes the distance between the distribution of 

quantum probability of relevance and the distribution 

of quantum probability of non-relevance. The 

experiments showed that the RF algorithms inspired by 

quantum detection can outperform the state-of-the-art 

algorithms. 

 

INTRODUCTION 

Information Retrieval (IR) is concerned with indexing 

and retrieving documents including information relevant 

to a user’s information need. Although the end user can 

express his information need using a variety of means, 

queries written in natural language are the most common 

means. However, a query can be very problematic 

because of the richness of natural language. Indeed, a 

query is usually ambiguous; a query may express two or 

more distinct information needs or one information need 

may be expressed by two or more distinct queries. Text 

Retrieval Conference (TREC) [1] test collection1 from 

which the query Mexico City has the worst air pollution 

in the world. Pertinent Documents would contain the 

specific steps Mexican authorities have taken to combat 

this deplorable situation. is submitted to an IR system 

based on the Vector Space Model (VSM). This system 

would return both relevant documents and irrelevant 

documents as shown in Although the number of relevant 

documents in the top ten document list is quite high, 

there are some irrelevant documents – for example, 

LA062790-0048 is irrelevant because it is about a very 

specific case of river pollution at the Mexican border – 

and the Mean Average Precision (MAP) is only 15.2%. 

An IR system addresses the problems caused by query 

ambiguity by gathering additional evidence that can be 

used to automatically modify the query. Usually a 1. 

http://trec.nist.gov/ query is expanded because the 

queries are short and it cannot exhaustively describe 

every aspect of the user’s information need; however, 

some irrelevant documents may be retrieved or relevant 

documents may also be missed when a query is not short 

as shown in the previous example. The automatic 

procedure that modify the user’s queries is known as 

Relevance Feedback (RF); some relevance assessments 

about the retrieved documents are collected and the 

query is expanded by the terms found in the relevant 

documents, reduced by the terms found in the irrelevant 

documents or reweighted using relevant or irrelevant 

documents. RF has a long history: It was proposed in the 

1960s; it was implemented in the SMART system in the 

1970s in the context of the VSM; it was investigated at 

the theoretical level; it eventually attracted interest from 

other researchers because of the consistent effectiveness 

improvements observed in many experiments [2-5]. 
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EXISTING SYSTEM 

The automatic procedure that modify the user’s queries 

is known as RF; some relevance assessments about the 

retrieved documents are collected and the query is 

expanded by the terms found in the relevant documents, 

reduced by the terms found in the irrelevant documents 

or reweighted using relevant or irrelevant documents. 

 

RF can be positive, negative or both. Positive RF only 

brings relevant documents into play and negative RF 

makes only use of irrelevant documents; any effective 

RF algorithms includes a “positive” component. 

Although positive feedback is a well established 

technique by now, negative feedback is still problematic 

and requires further investigation, yet some proposals 

have already been made such as grouping irrelevant 

documents before using them for reducing the query [3] 

 

PROPOSED SYSTEM 

It is designed to compute the new query vector using a 

linear combination of the original vectors, the relevant 

document vectors and the non-relevant document 

vectors, where the labels of relevance are collected in a 

training set. 

 

Quantum probability is the theory of probability 

developed within Quantum Mechanics (QM). In QM, a 

probability space can be represented as vectors, matrices 

and operators between them. A tutorial would be out of 

the scope of this paper, therefore we provide the 

information instrumental to understanding the rest of this 

paper. 

 

Detection consists of identifying the information 

concealed in the data which are transmitted by the source 

placed on one side, through a channel to the detector 

placed on the other side. The data are only a 

representation of the “true” information that one side 

wants to transmit [4]. 

 

IMPLEMETATION 

TECHNOLOGIES USED: 

HTML: 

HTML (hyper text markup language) is a language used 

to create hyper text documents that have hyper links 

embedded in them. It consists of tags embedded in the 

text of a document with HTML. We can build web pages 

or web documents. It is basically a formatting language 

and not a programming language. The browser reading 

the document interprets mark up tags to help format the 

document for subsequent display to a reader. HTML is a 

language for describing structured documents. HTML is 

a platform independent. WWW (World Wide Web) 

pages are written using HTML [5]. HTML tags control 

in part the representation of the WWW page when view 

with web browser. The browser interprets HTML tags in 

the web document and displays it. Different browsers 

show data differently. Examples of browsers used to be 

web pages include:  

 Netscape 

 Internet Explorer 

Hypertext Markup Language (HTML) is the standard 

markup language for creating web pages and web 

applications. With Cascading Style Sheets (CSS) and 

JavaScript, it forms a triad of cornerstone technologies 

for the World Wide Web. Web browsers receive HTML 

documents from a web server or from local storage and 

render them into multimedia web pages. HTML 

describes the structure of a web page semantically and 

originally included cues for the appearance of the 

document [6]. 

 

HTML elements are the building blocks of HTML 

pages. With HTML constructs, images and other objects, 

such as interactive forms, may be embedded into the 

rendered page. It provides a means to create structured 

documents by denoting structural semantics for text such 

as headings, paragraphs, lists, links, quotes and other 

items. HTML elements are delineated by tags, written 

using angle brackets. Tags such as <img /> and <input /> 

introduce content into the page directly. Others such as 

<p>...</p> surround and provide information about 

document text and may include other tags as sub-
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elements. Browsers do not display the HTML tags, but 

use them to interpret the content of the page. 

 

HTML can embed programs written in a scripting 

language such as JavaScript which affect the behavior 

and content of web pages. Inclusion of CSS defines the 

look and layout of content [7-12]. 
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CONCLUSION AND FUTURE ENHANCEMENT 

In this paper, a class of RF algorithms inspired by 

quantum detection has been proposed to re-weight query 

terms by projecting the query vector on the subspace 

represented by the eigenvector which is the optimal 

solution to the problem of finding the maximal distance 

between two quantum probability distributions. RF is 

then viewed as a signal detection technique – relevance 

is the document state to be detected and the queries are 

the detectors. First, the documents retrieved by an IR 

system to answer the original query are used to extract a 

feature matrix. Second, some relevance assessments are 

obtained according to whether RF is explicit or pseudo. 

The quantum probability distributions can be estimated 

and the optimal solution of a distance between two 

quantum probability distributions can be calculated. The 

eigenvector that results from this optimization problem 

can be utilized to project the query vector. Third, the 

retrieved documents can be re-ranked to answer the 

modified query. 

 

The query term re-weighting is different from the re-

weighting performed by the classical RF algorithms 

since each query term variation depends on the other 
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query term variations, thus capturing a kind of term 

dependence which is not captured by other RF 

algorithms. Our approach has low complexity and can be 

used in reality. For each query, the running time of the 

first document retrieval depends on the number of query 

terms as usual. The construction of the feature matrix 

depends on the number of retrieved documents used to 

estimate the probability distributions – our experiments 

showed that a few dozen documents can be sufficient. 
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